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Abstract

In response to growing concern about the security and
integrity of elections in the state of Ohio, Secretary of
State Jennifer Brunner set in motion a comprehensive
study of the electronic voting equipment used through-
out the state. Known as Project EVEREST (Evaluation
and Validation of Election Related Equipment, Standards
and Testing), this study attempted to assess the risks as-
sociated with Ohio’s current voting systems. In this pa-
per, we discuss the systemic vulnerabilities and weak-
nesses discovered during the academic team’s evaluation
of the Hart InterCivic and Premier Elections Solutions
(formerly Diebold) hardware and software. We begin by
describing a methodology for identifying and confirming
vulnerabilities aimed at preventing vendor deniability so
prevelant in voting systems analysis.

Both systems’ studies began with an independent anal-
ysis of known vulnerabilities and quickly expanded. The
Hart analysis expanded on previous findings and discov-
ered 27 new vulnerabilities. Most notably, we discovered
a large swath of undocumented functionality within the
Hart system that could be highly dangerous in an elec-
tion environment. Like previous evaluations, our anal-
ysis of the Premier system notes that the platform is
plagued by systemic security issues; however, our evalu-
ation goes further.

We observe that even in the presence of over half a
decade of evaluation, these systems do not appear to be
improving—in some cases reintroduce failed designs in-
dentified by past studies. Weaknesses in both systems
make the security of elections almost entirely reliant
upon the universal and consistent enforcement of phys-
ical procedures - a difficult process at best. Most criti-
cally, this study, the results of which this paper reflects
upon, demonstrates that such problems are not solvable
by simple patches; rather, they are the result of funda-

' The comments made in this paper reRect the observations made
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mental misunderstandings about the use of proper secu-
rity practices in systems.

1 Introduction

The Help America Vote Act (HAVA) of 2002 mandated
the widespread use of electronic voting machines across
the United States. As a result, the technology supporting
elections nationwide changed nearly overnight. How-
ever, concerns about the security and integrity of elec-
tions conducted using available products arose nearly as
quickly. As an increasing body of independent reports
painted a bleak portrait of such systems, a number of
state and federal ofpcials began sanctioning ofpcial eval-
uations. Responding to declining public conbdence in
electronic voting machine technology the state of Ohio
initiated an investigation of the risks associated with sys-
tems used across the state. Project EVEREST (Eval-
uation and Validation of Election Related Equipment,
Standards and Testingd3] brought together teams from
academia and industry to develop a comprehensive un-
derstanding of the vulnerabilities and risks in the three
systems used in Ohio: Premier Elections Solutions (for-
merly Diebold), Hart InterCivic, and Election Systems
and Software (ES&S). This paper focuses on the expe-
riences of the academic team at the Pennsylvania State
University, who evaluated the Hart InterCivic and Pre-
mier systems and discovered systemic weaknesses in
both.

One of the critical discoveries in the Hart InterCivic
portion of the study is that the full functionality of the
Hart system is currently unknown. We found numer-
ous functions and system conbgurations that were not
documented and not described in previous studies, and
whose purpose was non-obvious. The vast majority of
these remain unstudied for lack of reviewer time, but
the functionality we discovered allows for exploitation

during the course of our investigation and do not necessarily represerﬁ:‘f the system in novel ways, such as allowing an attacker

the opinions of the Secretary of State or the State of Ohio.

to remotely OscriptO DRE voting machines to cast arbi-
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trary ballots as the attacker chooses. Furthermore, cer-  ing systems.
tain interfacesbin particular, those in the election tally

softwareBwere designed to be augmented at run time
with additional software. Because these interfaces were
apparently designed to allow previously unknown soft- While we received similar equipment and versions
ware to be arbitrarily introduced into the live system theyof the Hart InterCivic system as the California Top-

represent a source of potential vulnerability, the magnito-Bottom Report (hereafter referred to as the CA
tude of which is unknowable. TTBR) [4], the EVEREST study discovered substantial

The Premier portion of the study is unique in its anal-new vulnerabilities and attacks. Our main contributions
ysis of the Election Media Processor (EMP) and Ex-are as follow:
pressPoll (two new, previously unreviewed components),
the Voter Card Encoder (VCE) (which received lim-
ited attention in previous reports), and Verdasys Digital
Guardian (a third party tool used in Ohio to protect the ® We demonstrate that not only is it possible to re-
GEMS server). Our Pndings are consistent with those of ~ place Hart system firmware with malware, but also
previous studies. When taken as a whole, this and pre-  that concrete methods of exploitation are available.
vious studies highlight a central point of concern: there o We describe how an attacker may subvert all back-
is a demonstrative lack of improvement in the security of end protections in the Hart Election Management
Premier election equipment. Initial reviews of the Pre- System.
mier system were undertaken as early as 2001. After
six years of reviews and many new software and hard- The analyzed Premier systems were also of similar
ware upgrades, reviewers not only continue to bnd th&/€rsion as the CA TTBR; however, we were also pro-
same and similar problems as reported earlier, but convided the previously unreviewed components. In this pa-
tinue to uncover new serious issues. Thus, the only real?€r:
sonable conclusion that one can draw is the engineering
approaches undertaken by Premier to eliminate previous
problems and avoid new ones are failing.

The Raws in the both the Hart InterCivic and Premier )
systems place the security of an election almost entirely ® We extend previously known attacks to the EMP, Ex-
on physical procedures. Our analysis suggests that when  PressPoll, and VCE system components.
those practices are not uniformly followed, it will be dif- e We investigate the limitations of the Verdasys Digi-
pcult to know whether or not attacks occur. Even when tal Guardian security software used by the state of
the attacks are identibed, it is unlikely that the resulting Ohio to defend the GEMS server.
damage can be easily contained and the publicOs belief in
the accuracy and fairness of the election restor(_ed. 3 Methodology

The review team feels strongly that the continued is-

sues of security and quality in both systems are the resulfyithout an effective plan for evaluating these systems,

of deep systemic Baws. Thus, we agree with previougonducting a truly comprehensive study is extremely dif-
analyses and observe that the safest avenue to trustwagse . Accordingly, while we believe the results of this

thy elections is to reengineer the Hart InterCivic and Pre'study offer signibcant evidence of the systemic security

o We provide recommendations for levels of documen-
tation produced by future studies.

o We describe a vast amount of previously unknown
functionality in the Hart system.

o We classify Premier issues into systemic classes of
failure, showing how newly discovered vulnerabili-
ties continue existing trends.

mier systems to be secure by design. problems with the Hart and Premier electronic voting
systems, we expect future studies to follow. We therefore
2  Contribution offer insight into our own methodology so that future re-

searchers will be able to quickly and accurately evaluate

The EVEREST study signibcantly advanced publicSuch systems.

knowledge of both the Hart InterCivic and Premier elec- Key in evaluating any electronic voting solution is the
tronic voting systems. This report abstracts many of théinderstanding of that systemOs architecture. Simply un-
new vulnerabilities discovered and reRects upon our exderstanding the components of a system is only the brst

periences from the review process. In the section, wétep; more importantly, it is necessary to identify the re-
enumerate our contributions. lationships between components and understand both in-

With respect to the review process, in this paper: tended and unintended interactions. Previous evaluations
of the same or similar equipmerZ, 20, 21, 24, 3, 17,
e We describe our methods of bootstrapping our  1,2,13, 12] are an excellent means of bootstrapping this
knowledge of the Hart and Premier electronic vot- process. Our access to source code and equipment was



severely time-limited, while contract negotiations and le-conducive to understanding broad designs of the sys-
gal issues took up an enormous quantity of time at theem architecture. Understanding these details required a
beginning of the study period. Future studies will likely more comprehensive and analytic approach. To this end,
run into similar issues; thus we recommend that preparwe focused intently on inputs to components such as the
ing as much as possible by thoroughly examining theseiser interface and closely examined cryptographic APIs
previous studies. Because the particular conbguratioand structures to understand how secure information was
of an election system can vary between states, vendohandled. This was critical for the second phase of our
provided training is also recommended. We patrticipatedstudy, determining new vulnerabilities within each sys-
in day-long, high-level sessions on each system run byem and examining the new equipment supplied by Pre-
Hart and Premier. Combined, these approaches alloweghier.
us to understand how these systems are conbgured andFinally, we recommend that future evaluators replicate
operated in Ohio before examining a single line of sourceour procedure of creating a detailed unredacted descrip-
code or performing any red teaming. tion for every vulnerability, independently conbrmed by
When source code and equipment became availabl@nother member of the team. More precisely, our is-
they were voluminous in scope and quantity. We re-sue discovery and conPrmation process proceeded as fol-
ceived dozens of pieces of equipment and substantidPws.
codebasesbover 360,000 lines of code in the Hart system
and over 330,000 lines of code in the Premier system.
The sheer magnitude of the code, documentation, and 2. Perform a detailed source code analysis and/or ex-
number of components, coupled with the limited amount  ploit the vulnerability.

of time to perform the study, necessitated understand- 3. rite a detailed description of the vulnerability in-

ing system internals as quickly as possible. In the brst  ¢luding enough information to replicate the experi-
phase of the study, we sought to independently conPrm  ment.

previous vulnerabilities for two reasons. First, locating
such vulnerabilities allowed us to develop a more inti-
mate knowledge of the system and understand critical
interfaces and functions in the code. Understanding the

kinds of problems known to be in these systems and theyny after independent conPrmation could a vulnerabil-
context in which they exist helped to point us to similar ity be included in the report. The documentation played
problems in previously unevaluated components. Secy key role in the process, because it allowed us to con-
ondly, by offering an independent evaluation of previousyince the rest of the team that a vulnerability exists. Pos-
work, we provide more evidence to the public that suchgiply more important, it allows future analyses and third
problems do in fact exist. parties to recreate our work. As such, the descriptions
The EVEREST study was a opportunity in that the should contain line numbers, code samples and ble and
each teams was given simultanous access to source coflghction names. While the previous studies contained
and hardware. Accordingly, we were able to locateprivate portions for some vulnerabilities, lack of access
weaknesses in the software and demonstrate them on thé such information for all vulnerabilities required our
machines themselves. Helpful to this process were toolgeam to spend signibcant time in the conbrmation phase.
such as a complimentary copy of Fortify SCAI] and  Note that we were given limited access to the private ap-
Doxygen P9, a freeware automated functional graph pendices for some of the previous Premier studies; how-
creator. Buffer overBows, authentication circumventionever, it occurred during the closing days of the study and
and a wide variety of other attacks were then carried outherefore provided minimal value. No such information
against all of the evaluated systems. This procedure ofvas provided for the Hart Systems. As a result, we spent
validation shows the ease with which many attacks carmany hours in some cases understanding esoteric and ob-
be executed, therefore we recommend future studies inscure code structures, often scattered amongst dozens of
clude similar validation in their evaluation to help com- ples, to track down what often turned out to be minor
bat Olack of real-world conditionsO claims. pieces of information that were nonetheless essential for
It is notable that while a tool such as a source codeconbrming a vulnerability. Having access to the reports
analyzer (e.g., Fortify) is very useful in limited circum- detailing how to Pnd some of these vulnerabilities would
stances, the vast number of errors that it reported acrodsave led to faster conbPrmations and led to faster under-
the entire codebase provided us with too much output tstanding of the system, saving a large amount of time. To
feasibly examine every condition. A further limitation of avoid these problems, future similarly sanctioned stud-
such a tool is that its close focus on individual routines,ies must be given unregulated access (under appropriate
while useful for bnding specibc errors, is not initially nondisclosure agreements) to private reports containing

1. Identify a potential vulnerability or area of concern.

4. Acquire independent conbrmation from a team
member not involved in the discovery of the vul-
nerability.



specibcs for each vulnerability at theginning of their
evaluation to ensure that the majority of the study can be
spent on previously unevaluated components.

Our assessment methodology was particularly effec-
tive - in nine weeks, this study doubled the number of
publicly known vulnerabilities in Premier systems and
found over 25 new vulnerabilities in the Hart system. In
fact, as the evaluation approached its end, the rate of vul-
nerability discovery continued timcrease. Given more
time, it is our Prm belief that additional signibcant vul-

e Fuailure to protect election from malicious insid-

ers - The protections in the Hart system that are
intended to prevent election ofpcials, poll work-
ers, and vendor representatives from using danger-
ous features or modifying election data are circum-
ventable. Attackers with access to the system can
quickly recover critical system passwords, extract
cryptographic keys, and reproduce security hard-
ware. These artifacts are the Okeys to the kingdomO
that can be used to forge election data and compro-

nerabilities would continue to be found. By structuring mise nearly all of the Hart election equipment.
future studies in a similar manner, we believe that even
more comprehensive evaluations can be carried out suc-

cessfully.

e Fuilure to provide trustworthy auditing - The au-
diting capabilities of the Hart system are limited.
Those features that are provided are vulnerable to a
broad range of attacks that can corrupt or erase logs
of election activities. This severely limits the abil-
ity of election ofpcials to detect and diagnose at-
tacks. Moreover, because the auditing features are
generally unreliable, recovery from an attack may
in practice be enormously difbcult or impossible.

4 Hart InterCivic Analysis

In this section, we describe the results of our evaluation
of the Hart InterCivic system. We examined previous
studies of the Hart systen?,[5, 24], drawing primar-

ily from the Source Code Review prepared for the Cal- e begin by overviewing the Hart InterCivic voting

ifornia Top to Bottom Reportl[7] (hereafter referred to  gystem architecture as used in Ohio and then visit each
as CA TTBR) to conbPrm, and often expand on, existinG¢ijure in turn.

vulnerabilities. In addition, we discovered over 25 pre-
viously unreported vulnerabilities that may provide nu- .. .
merous opportunities to manipulate election outcomes of-1 ~ Hart InterCivic Architecture

cast doubt on legitimate election activities. Such vulnerye brieRy overview the Hart InterCivic Voting System

abilities are exploitable under election conditions, andby walking through a sample election procedure (as typi-

often require minimal physical access to equipment Olcg| in Ohio); a more detailed description can be found in

information. These vulnerabilities~are aresult of the fol- the EVEREST report]3]. Refer to Figurel for compo-

lowing failures of the Hart systemOs design, implementénent orientation and interaction; all county headquarters

tion, and practices: components run on the Windows 2000 Server operating
system.

e Fuilure to effectively protect election data integrity - Before the election begins, the eSlate Cryptographic
Virtually every ballot, vote, election result, and au- Module Manager, oeCM Manger (5), is used to gen-
dit log is forgeable or otherwise manipulatable by erate a cryptographic master key, which is stored on ev-
an attacker with even brief access to the voting sysery eCM token (simply a Spyrus Rosetta USB crypto-
tems. These vulnerabilities place enormous burdengraphic token) used in the election (i.e., there is one mas-
on physical procedures. ter key for a county). The Ballot Origination Software

System, orBOSS (1) creates an election database, in-

e Failure to eliminate or document unsafe functional- cluding precinct and race debnitions and the correspond-
ity - There are a number of largely undocumenteding ballots for every county precinct. BOSS then writes
features in the system that are highly dangerous irthe data to PCMCIA storage cards called Mobile Bal-
a production election system. For example, exist-lot Boxes, orMBBs (7); one MBB is written for each
ing features allow an attacker to remotely OscriptQudgeOs Booth Controller J&C (8), andeScan (9) used
DRE voting machines to cast votes as the attackem the county, along with one additional MBB to be used
chooses, to allow a single (or photocopied) voterby Ballot Now (2) for recording absentee ballots. Mean-
ballot to be counted many times, and to print pre-while, in the warehouse, the System for Election Records
voted ballots that will be accepted by voting equip- and Veribcation of Operations, 8ERVO (6), software is
ment. Note that all of these activities are not attacksused to reset the memory of all JBCs a@Sdans (10) and
per se, but are the apparent intended use of existingto reset their vote count to zero. SERVO is also used to
Hart system features. These features are availablgansfer the shared key from an eCM onto the JBCs and
during a live election. eScans.



g Eemet s which.is relied upon to provide the majority _of crypto-
graphic protections (Issue 22, CA TTBR). This key may

AN
Absentee

eCM

Ballos e B be used to forge arbitrary election data (Issue 24, CA
I TTBR) and is trivial to retrieve by an adversary with
i1z ®) a modicum of physical access to precinct or back-end

equipment. For example, the key may be downloaded to
a ble from eCM Manager (Issue 23, CA TTBR), or from
an eScan or JBC over an Ethernet or parallel connection,
respectively (Issue 24, CA TTBR). In this section, we
expand on the new vulnerabilities we discovered relating
to the integrity of election data. Namely, we discuss how

MBB Paper vBB

y - o data on the MBB, the primary method of retrieving vote

BC oo 7 |8 esean totals, may silently drop votes for a time period that the
. s T attacker may determine. We also discuss an adversaryOs

abilities to bypass protections in the EMS applications

to perform arbitrary operations and, in the case of Tally,

_ . _ _ generate arbitrary vote count totals.
Figure 1: The major portions of the Hart system archi-

tecture and some of the connected components. Unless

indicated otherwise, solid lines indicate a physical rela-

tionship between components, i.e., components are ei.2.1 MBB Images
ther physically connected or must be physically trans-

ported to interact with each other. Dashed light lines repgt systems use a mobile ballot box, or MBB, as the

resent connections that take place between componenggain conduit for recording and tabulating votes. The

outside the course of an operational election in progresgyata on an MBB, also known as its OimageO, is stored
on a PCMCIA card. At a low level, it is a persistent stor-

age device that can have data removed from it by simple

On election day, voters using the eScan bl out pape X X i o
ballots and enter them in the machine, which tallies the“©PYind (€-., using the UNIXpio utility). An attacker

results and writes them to an MBB. Voters using the egtan use this feature to manipulate an election. If.the at-
late DRE brst go to a poll worker, who provides themtacker can access the MBB and copy data from it, then
with a 4-digit access code generated by the JBC. Th&ome back later and erte_the cop|e_d data back to the
voter enters the code into the eSlate, which provides onMBB all of the votes cast in the period after the MBB

screen instructions for casting a ballot. The voter canVas initially replaced will be effectively erased from it

verify their vote by checking the paper trail printed on (EVEREST, 20.1.1). From the MBBOs standpoint, there
the Veribed Ballot Option (VBO) attached to the eSlate.S N0 indication that any votes occurred during this time
The conprmed vote is recorded to the JBCOs MBB ang"0d. with only the internal logs of the precinct equip-
internal memory, and the internal memory of the eSlateMent (the eScan or the JBC and eSlate, depending on

Absentee ballots are processed by Ballot Now, WhichWthher optical-scan or DRE voting is used) maintain-
records results to an MBB. ing this record. Because the MBBs are used for the Pnal

After the election. MBBs are retrieved and taken to YOt€ tally, unless a recount is performed, the chances of
election headquarters. In Ohio, these are either loaded df® Missing votes being caught are small. This attack was
rectly to a machine runninglly (3), or onto a machine brieR3y alluded to in the California red team rep@ittput

running Rally (4) that is on an internal private network was non-specibc in terms of the threat or the attack.

with Tally. Tally tabulates results from each of the MBBs  We validated this attack by developing a program that
and produces an election result database along with a vavould retrieve the MBBs image. This was written in
riety of reports. After election night, the audit logs and approximately 100 lines of C code. We then imple-
vote records from the JBC, eSlate, and eScan machingsented the attack by demonstrating the removal of votes
are backed up by SERVO and the Prmware is veriped. from the MBB. As an example, we ran a number of bal-
lots through the eScan and determined the number that
should have been processed. We then removed the MBB,
wrote the image to Ple, and replaced the MBB. After run-
The Hart system displays serious shortcomings that preaing more ballots through the eScan, we removed the
vent it from protecting the integrity of election data. MBB and restored the image; when the eScan was tal-
A single shared key is distributed throughout a countylied, ballots cast after the image was made were missing.

4.2 Election Data Integrity



4.2.2 Bypassing of Passwords both forward and backward security in the PRNG. This

— vulnerability is outside of the scope of HartOs software
The EMS applications BOSS, Ballot Now, SERVO, and to bx, meaning that there is a reliance on the willingness

Tally, require a username and password to log in. Thesgf outside vendors to solve these sorts of potential vul-

credentials are stored in a security database assoc'at?\%rabilities. The issue of potentially insecure back-end

with each application. We were able to connect to theW. ; ; -
. ) indows systems has been discussed in previous reports
database though an attack described in Issue 15 of th y P b

S the Hart system, notably Issue 20 of the CA TTBR.
CA TTBR, where the database passwords are kept in y ' y
conbguration Ples that are easily read. At this point, we

can delete the usernames found in the database. Onde3 Unsafe Functionality

this has been done, the applications may be opened and a

new administrator account created. The application cafPuring our source code analysis of the Hart system, we
then be logged into with administrative access (EVER_ldentlbed features that were undocumented and largely,
EST 20.1.3). unsafe. The majority of these features are likely used

for testing purposes, and have been left in the production

With supervisor access to these applications, it is pos - e
sible to modify the processes of ballot dePnition and creersions of the software. Instead of being isolated to test

ation, tallying of votes, and maintenance of the Votinginterfaces, these features are sprinkled throughout legiti-
equipment. Ballots may be arbitrarily printed in Ballot Mate interfaces used for ballot generation, cryptographic
Now, and the audit logs for voting equipment may be key management and voting machine maintenance, mak-
cleared (see Sectigh5.3for more details). ing them difbcult to remove. Our analysis of these fea-
The Ballot Now application contains an additional tUres shows that they are unbt for inclusion in production
password-based vulnerability. Ballot Now connects tol€V€l Software, and that no equipment incorporating them
a back-end Sybase database, which runs a stored prghould ever be deployed in the beld. We now review un-
cedure when a user logs in, taking a hash of the users@fe and undocumented functionality in each Hart com-

name and password as input to be validated. By replad?onent, both at the polling place and county headquar-

ing the stored procedure debnition, found in the security€'s:
database, with a single line of code, we were able to al-
low any user to log into Ballot Now with any username 4.3.1 eScan

and password, or with none at all (EVEREST 20.7.1). _ ) )
One example of unsafe functionality being seamlessly

added to a necessary interface is the eScanOs conbgura-
tion ble. This ble can be retrieved and uploaded via the
eScanOs Ethernet port, as describe in Issue 3 of the CA
The vulnerabilities listed above point to a general de-TTBR. The protocol used to communicate over this port
sign issue with the Hart system: reliance on third-partyis simple and has no facilities for authentication between
functionality for a large number of sensitive operations.the eScan and any host to which it is connected. The con-
For example, the eCM tokens in use are Spyrus Rosetteguration Ple is obtained by issuing a single numerical
USB devices with seemingly no validation of the cryp- command to the eScan, and uploaded by issuing a simi-
tographic operations done by Hart. A Cryptoki API is lar command and sending the pPle. We wrote programs to
exported that provides signing and encryption operationslo both using standard sockets APIs.
that are necessarily opaque; however, all of the trust in The default conbguration Ple contains an option to Oal-
these tokens is reliant on the correct implementation ofow duplicate ballotsO, which is commented out. We un-
cryptographic functionality within these tokens, some-commented this option and uploaded the ble. We then
thing that is difpcult to validate when dealing with COTS carried out an election using photocopies of a single
hardware. blled in paper ballot. With the option enabled, the ballots
A potentially greater issue along these lines is thewere accepted by the scanner and the vote totals stored to
Hart systemOs extensive use of functionality from the urthe MBB (EVEREST 20.3.6). These votes were counted
derlying Windows operating system. In particular, the and reported on the eScanOs paper printout and were tal-
generation of eCM signing keys relies extensively onlied by Tally. Note that without enabling the duplicate
theCryptGenRandom function called by the Windows ballots option, any copy of a paper ballot is rejected by
2000 random number generator. Recent work by Dorrenthe scanner after the prstinstance is scanned. Along with
dorf et al. has shown that this generator contains vulnerthe photocopied ballots, we were also able to attach a
abilities [9]. It is possible to bnd all previous states of piece of tape to a single ballot and retrieve it from the
the generator in about 19 seconds on a Pentium IV comeScan after scanning, allowing us to vote multiple times
puter, and future keys may be predicted due to a lack ofvith a single ballot, albeit in a more conspicuous manner

4.2.3 Potential Third-Party Software Vulnerabili-
ties



than with photocopied ballots (EVEREST 20.3.9). 2. Enter the voter code into the JBC by sending soft
It is still possible however, to detect that multiple du- wheel turns over the serial cable connecting the JBC

plicate ballots have been scanned. The eScanOs audit log to the eSlate.

contains the serial number of every ballot scanned, al- 3. Send the appropriate soft button presses and wheel

lowing a vigilant auditor to uncover the duplicate ballots. turns to the eSlate to vote for the desired candidates.

This could be avoided with the assistance of a malicious 4. Complete voting and approve the VVPAT

poll worker erasing the eScanOs audit logs at the polling5. Repeat

place as described in Sectidrb.3 Even if the audit logs

are deleted, the duplicate ballots can be discovered by ex- This program contained approximately 200 lines of

amining the bar codes on each paper ballot in the ballohew code, and required slightly over two hours to com-

box. This too is undetectable if the above approach oblete. With it, we were able to enter a registration code,

retrieving a scanned ballot is used. vote and approve the VVPAT once every 20-30 seconds.
We also discovered an undocumented telnet serveote that no authentication was required to send the soft

running on the eScan (EVEREST 20.3.2). The server isutton presses. Each vote was recorded on the eSlateOs

the Microsoft Windows CE Telnet service. Most likely, VVPAT, the JBCOs unofbcial printout and the cast vote

the server started by default, suggesting a lack of propetecords stored on the JBCOs MBB. These vote records

conbguration of the underlying OS. While we were notwere tallied by Tally and there was no evidence in the au-

able to login to the telnet server, vulnerabilities have beenit logs suggesting that malicious behavior had occurred.

discovered in other Microsoft telnet serve6s 7], indi-  Along with the soft button presses, step 1 of our program

cating that it may be possible to gain control of the eScaralso relied on the ability to generate voter codes via the

by exploiting the server. While disabling the server mayJBCOs parallel port as described in Sectidri

easily mitigate this issue, the extent of the misconbgu-

ration of the OS underlying the eScan software remalns4.3.3 EMS

unknown.

Another example of undocumented and unsafe function-
4.3.2 JBC and eSlate ality is the ability of the Hart Election Management

_— ystem (EMS) applications (BOSS, Ballot Now, Tally,
The eSlate and JBC also have a signibcant amount qi,ERVO and eCM Manager) to silently write all or part

unsafe and undocumented features integrated into thegf the eCM key to a debug ble in cleartext (EVEREST
standard functionality. The most outstanding of these i 0.2.1). By silently, we mean without any notibcation

the ability of the JBC to receive and issue OsoftO buttO{ij1r0ugh the user interface that the key will be stored.

presses (EVEREST 20.4.3). ; . - S
These are button presses not created by the actual but- This functionality is nota part of the EMS applications

tons on the JBC or eSlate, but encoded in a communica[—)mper’ but of the Spyrus library they use to read and

) . write the eCM tokens, which are Spyrus Rosetta USB
tion protocol. The JBC receives these soft button presses o

o tokens. When any EMS application reads the key from
via its parallel port and can forward them an attached eS:

late via its serial port. Upon receiving a soft button pressthe token, the Spyrus library checks a specibc entry in

the JBC will decide whether to process it or relay it to anthe V\/_mdows registry for a path to a debug Ple. If this
attached eSlate. entry is found, 16 out of 40 bytes the key are saved to the

. . . ebug Ple in plaintext. When the eCM manager writes
When a device receives a soft button press, it brs he key to the token, the Library writes the entire 40-byte
makes a call to the underlying OS to insert the button y ’ y Y

. laintext key to the debug ble. An attacker with very
press as a regular keyboard_mte_rrupt. The OS. then O.Iegrief access to an EMS system could enable the Spyrus
livers the keycode to the application for processing. This

method of delivery makes it impossible for the keyboardregIStry en'Fry and later ch.eck the contents of the debug
: ; ble to obtain the county wide key.

input processing components of the JBC and eSlate to

determine whether a button press is from the keyboard

or an external device. 4.3.4 Ballot Now

Using the soft button press functionality, we carried i ,
out a OGhost VotingO attack on the JBC and eSlate. TH?Spnal example of unsafe features intentionally added to

attack allowed us to connect a laptop to the JBCOs paﬁhe Hart systems is the Ballot NowOs OAutovoteO feature

allel port and automatically vote for selected candidatedEVEREST 20.7.2). Autovote allows for the creation of

an arbitrary number of times. The laptop was running apre'kz”zd'ki]n pap;er paélc’ts' Once again, this featuLe is
program we wrote that works as follows: enabled throug Windows registry entries. Once these
entries are enabled, Ballot Now displays the Autovote

1. Obtain a voter code from the JBCOs parallel port. menu option when started.



The Autovote menu allows the Ballot Now user to eScan We were able to exploit a number of vulnera-
choose the number of pre-blled-in ballots to print. Thebilities in the eScan that could give election insiders the
user has no control over the selected blled in entry fomability to compromise election results and voter privacy.
each contest, however, the selected entries are uniformi$ome of these were a result of a lack of physical secu-
distributed. This allows an arbitrary number of ballots rity. We were able to replace the eScanOs internal Rash
with the desired results to be printed with the overheadnemory card containing the eScan executable and con-
of some ballots with undesired results that may simplybguration ble with only a screwdriver in about 2 minutes.
be discarded. After replacing the card, we were able to boot the eScan

Paper ballots generated by Autovote initially say OAu-nto the Linux operating system as shown in bgfre
tovoteO on the front and back, making them conspicuoushis simple attack gives a single poll worker with a few
and easy to detect in an audit or recount. We were ableninutes of unobserved access to the eScan to undermine
to overcome this by installing a PNG printer driver on all votes cast at a precinct (EVEREST 20.3.1).
the Ballot Now machine. This driver allows ballots to be ~ While opening the eScan to replace the memory card,
printed to PNG bles as opposed to paper. We could thewe broke three tamper evident seals. While such seals
open the bles in an image editor, remove the Autovotanay prove that a machine was opened, a preventative
label and print them. Aside from the label, Autovote bal- measure is preferable. A poll worker may intentionally
lots are identical to regular ballots. We conducted a norbreak these seals in order to cast doubt on election re-
mal election and an election with Autovote ballots, andsults. It has also been shown that tamper evident seals do
could not identify any differences in the eScan unofbcialnot always correctly show that tampering occurrgé [
printout, the audit logs, or the cast vote records on the Insiders may also wish to use their access to ballots to
eScanOs MBB. determine voter choice. This can be done with the eScan

Autovote could be used in tandem with the eScan(due to the design of its ballot box (EVEREST 20.3.4).
duplicate ballot feature to perform a ballot stufbng at-The eScanOs scanner sits on top of its ballot box, which
tack. Using Autovote ballots is advantageous over usis essentially a plastic tub. When a ballot is scanned it
ing photocopies, as each Autovote ballot has a uniquds then dropped into the box. No measures are taken to
serial number, and thus cannot be differentiated from ledisturb the order in which ballots are scanned, allowing a
gitimate votes in an audit. malicious poll worker to note the position in which cer-

tain votes are cast and then relay these positions to an
.. . election ofbcial with access to the ballots. We observed
4.4 Malicious Insiders ten numbered ballots as they were cast with the eScan,

The Hart system fails to provide adequate protectionand veriped that the vote order was preserved.

against malicious insiders. While some protections have
been put in place, they are easily bypassed. As a resulBC Normally, the voter access codes needed to vote
of this the majority of the security in the Hart system is using an eSlate are generated by the JBC and printed.
dependent upon insiders correctly following procedures |t was previously shown that these voter codes could be
Election insiders often have equal or greater politicalrapidly generated from the JBCOs serial port during the
motivation and ties than voters, thus we must assuméarly voting phase of an election (Issue 4, CA TTBR).
that insiders will attempt to compromise or cast doubt onThis was accomplished by disabling the JBCOs printer
election results, interfere with the election process andhrough the menus. Rapid generation of voter codes al-
coerce voters to vote a certain way. For our purposes, inlows a poll worker to collude with voters to vote multiple
siders include election ofpcials, normally located at eleclimes. In our investigation of this vulnerability, we found

tion headquarters and poll workers, normally located athat contrary to initial Pndings that the maximum num-
the polling place. ber of outstanding access codes was 150, we were able

to generate over 10,000 access codes within an expiration
. period (set to 30 minutes by default, but conbgurable to
4.4.1 Polling Place as high as 16 hours)L§] This ballot stufbng attack is
limited however, in that a large number of votes during
early voting would likely be conspicuous and easily iden-
tibed as fraudulent. For this reason, we investigated ways
do rapidly generate voter codes during the normal voting

Poll workers may collude with voters to inBuence elec-
tion results or monitor them to determine vote choice.
They may also attempt to interfere with the voting pro-
cess or take measures that would cast doubt on the r

sults. We now review several vulnerabilities in the Hart Pe“‘?d- . . . i
system leaving it open to attack by poll workers. It is not possd:gle during the regular voting period to
disable the JBCOs printer through its menus. We discov-

ered that requesting an OAccess Code Report,O over the
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Figure 2: The eScan booting an alternative operating system

serial interface while there was no paper in the printer A unique feature of Tally among the EMS compo-
re-enabled the menu option to disable the printer. Oncaents is that its user interface is completely conbgurable
this option is available, the printer can be disabled andhrough the Windows registry. Each registry entry speci-
voter codes can once again be generated rapidly (EVERRes the DLL used to implement the behavior of a certain
EST 20.4.1). This is an example of bad exception hanUl component. Modifying these behaviors in the registry
dling, which is seen elsewhere in the Hart system, sucltan lead to subtle errors that are hard to detect (EVER-
as in the case when a user database is empty allowing tHeST 20.6.2). For example the import MBB and export
creation of administrator accounts as describedl 2 MBB dialog boxes are exactly the same with the excep-
tion of one word. Unless the EMS systems are reinstalled
and reconbgured between elections, which is highly un-
4.4.2 Election Headquarters likely, an election ofbcial could introduce such errors to
: Tally that would affect future elections. Such actions are
The Hart system places nearly complete trust in the phys- . :
. . : nearly impossible to trace.
ical security and the procedures at election headquarters.
The lack of security in the Hart components located at
election headquarters is in direct conBict with the totalg g Auditing
power that election ofbcials have. One of the most cru-
cial components of the back end system is Tally, the voteA fundamental and critical requirement for a complex
tallying software. Improper use of Tally can lead to par- system such as election management is the ability to au-
tial or total corruption or loss of election results. dit every element of it. Audit logs serve a vital purpose,
Tally maintains a database containing the state of alhs they can alert an auditor of suspicious or uncommon
MBBs used in an election. If an MBB is marked as tal- events that occurred, which could indicate the presence
lied in this database, Tally will refuse to count the resultsof malicious intent against the system. Itis therefore crit-
on that MBB. Thus deliberate or accidental tallying of ical that audit logs are complete and accurate.
an MBB by a poll worker can lead to the results on the In this section, we show that the audit logs for every
MBB not being counted. Note that because the state ofomponent in the Hart InterCivic system are subject to
the MBB is stored in the database and not the MBB it-manipulation and deletion. Taken in isolation, each of
self, a malicious election ofpcial could mark MBBs as these attacks may seriously affect the auditability and ul-
tallied by manipulating the database (EVEREST 20.6.1)timately, conbdence in the election process. With just a



small number of well-placed insiders, however, or a com-interface to the printer can print arbitrary data to it, as
bination of insiders and malicious outsiders, it is possibledescribed in issue 34 of the CA TTBR. Notably, other
to compromise logs at the polling places and at electiorinterfaces may lead to the sending of privileged com-
headquarters, resulting in a catastrophic loss of veribcamands to the VBO. In particular, the serial number may
tion and accountability for the county. As every piece be changed through the parallel port of the JBC and the
of the system is vulnerable to attacks against audit logseSlateOs serial port in addition to using the 1/80 VBO
there are insufbcient protections within the Hart votingport; we successfully changed the VBOOs serial number
equipment and software to prevent a motivated adversarysing the JBCOs parallel port by writing a short C pro-
from compromising an entire election. gram on a laptop and attaching it to the JBC. A modibed
serial number could call into validity the votes recorded
to the VVPAT (EVEREST 20.5.5).

The VBO printer is easy to disable. The VBO con-
Many EMS applications (BOSS, Ballot Now, SERVO nects into a power cable and a data cable. If either of
and Tally) all maintain audit logs of the functions they these is severed, particularly if it is done skillfully, then
have performed. These logs are stored in databases, withe connected eSlate will show a communication error
every entry including a date and time when an action waghat is hard to diagnose. Since the VBO is not beld-
performed, the name of the user performing the loggederviceable, a new one would need to be brought in and
action, a numeric identiber for the action (the pairing ofdetermining the core problem may be difbcult. The eS-
this identiber and its verbal description are located in anlate can hence be knocked out of service for a signib-
other database table) and data pertaining to the log entrgant amount of time, perhaps the duration of the election,
(e.g., an adjusted vote total). potentially causing voter disenfranchisement. The eS-

The database storing the audit log may be accessééte takes approximately 15 seconds to report an alarm to
by an unprivileged attacker and the logs modibed suctihe JBC, leaving ample time for an attacker to leave the
that any evidence of tampering in the voting system ispolling place before malfeasance is suspected (EVER-
covered (EVEREST 20.1.4). This can be done by brsEST 20.5.2).
extracting database passwords from application conbg- The VBO may potentially be handled by the voter, as
uration Ples, as detailed in Issue 15 of the CA TTBR.a large black button on the eSlateOs housing allows the
We used a freeware software utility that allowed us tounit to be removed, though it is not meant to be handled
communicate to the database through an ODBC interin a polling place. The back of the VBO has a pair of
face and issue SQL commands directly. We were ablecrews that may be turned by hand to access the interior
to perform arbitrary operations on the databases in thisf the unit. The paper may then be removed from the
manner. For example, an operation in Tally allows forspools and either replaced or the reattached after remov-
the manual changing of vote totals; we were able to reing the portion of the roll on the take-up spool (EVER-
move the audit log entry for this operation, or modify it EST 20.5.4). We found it was possible to perform this in
to ref3ect an innocuous operation instead by changing thas little as one minute, with the movements obscured by
numeric identiber for the action. the privacy shield attached to the eSlate housing. How-
ever, the JBCOs LED for the eSlate may Rash when the
data cable is detached from the VBO, although it is pos-
sible with care to perform the operation without causing
In Ohio, eSlate DRE machines are used in conjunctiorthe JBC to 3ash.
with VBO printers that produce a veribed-voter paper Even if the VBO is not itself compromised, there is
audit trail (VVPAT), with the resulting generated paper little assurance that the generated VVPAT is trustwor-
record acting as the legal ballot. The eSlate controls théhy. When the VBO prints the accepted vote, a two-
VBO through a 1/8-inch port that is accessible by re-dimensional barcode is printed in the standard PDF-417
moving the VBO from its housing. The eSlate housingformat, making it easy to generate. The rest of the ballot
has a large black release button above the VBO, allowis generated in plain text, as alluded to in the CA TTBR.
ing it to be removed. The accessible port is the inter-Nowhere is any authenticating information (such as an
face through which a variety of operations to the VBO HMAC) embedded into the barcode or printed anywhere
are performed, including sending messages to be printe@lse on the ballot. As long as an adversary knows the
checking whether the printer is low on paper, setting theserial number of the VBO, an entire roll can be forged
VBOOs serial number, printing debug information, andand either replaced in the VBO (an operation that can
checking for general printer error conditions. There istake about a minute in a precinct) or when the tape from
no authentication of commands that arrive over this in-the VBO is removed (EVEREST 20.5.5). It is not clear
terface. As a result, an adversary who can control thevhether the bar code is used to tabulate results from the

4.5.1 EMS Audit Logs

4.5.2 Compromising the VVPAT record
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paper roll or whether it is examined at all. tally processes. Further issues expose voter choices
and can lead to voter coercion and vote selling.

4.5.3  Open Interfaces on Voting Equipment e Failure to protect election from malicious insiders -

Both the JBC and eScan have open interfaces that allow ~ The Premier system does not provide adequate pro-
for the erasure of votes and audit log records. As de- tections to ensure election ofpcials, poll workers, or
tailed in Issue 3 of the CA TTBR, the eScan is managed  vendor representatives do not manipulate the system
through an accessible Ethernet port that listens for con- or its data. These attacks are often invisible after the
nections on TCP port 4600. This port is normally used fact, and therefore misuse is difpcult or impossible
for sending and receiving commands from SERVO, such ~ to uncover later.
as ble transmission and reading images of the eScanOs ) .
memory. No cryptographic tokens are required for these ® Failure to validate and protect software - The Pre-
operations to occur. mier system make_s only limited and often meffe(_:-
We discovered that with a handheld device such as a tive attempts to validate the software running within
Palm computer, an attacker with an Ethernet cable can system._Thys, an attacker may exploit softwar_e and
mimic the actions of SERVO to the eScan during a live replace it with their own with little fear o_f detef:tlon.
election, and cause the vote records and audit logs to be Further., the recommended means of installing and
erased from both the eScanOs internal memory and the upgrading software is frequenty highly dangerous.
MBB inserted into it (EVEREST 20.3.7). Any voting

) e Failure to provide trustworthy auditing - The audit-
that had occurred on the eScan to that point would be

ing capabilities of the Premier system are limited.

erased, necessitating a manual recount. Those features that are provided are vulnerable to a
The JBC is similarly vulnerable to attack (EVEREST broad range of attacks that can corrupt or erase logs

20.4.2). SERVO connects to the JBC over a parallel port ¢ glection activities. This severely limits the abil-

interface. If a Palm handheld with a parallel port inter- ity of election ofbcials to detect and diagnose at-

face is connected to the JBC, it may be used to clearthe  t50ks. Moreover, because the auditing features are
vote records and audit logs from the JBCOs internal mem- generally unreliable, recovery from an attack may
ory and the MBB attached to it. Since the JBC controls in practice be enormously difbcult or impossible.

the eSlates as well, it is also possible to clear their vote

records and audit logs from the JBCOs parallel interface. o Fuilure to follow standard software and security en-

We wrote a program and that allowed us to reset the JBC  gineering practices - A root cause of the security
and eSlate from a laptop, and found that all evidence of  and reliability issues present in the system is the vis-
voting on that machine had been cleared. ible lack of sound software and security engineer-
ing practices. Examples of poor or unsafe coding
practices, unclear or undebned security goals, tech-
nology misuse, and poor maintenance are pervasive.
This general lack of quality leads to a buggy, unsta-
ble, and exploitable system.

S Premier Analysis

This section focuses on the systemic vulnerabilities

found in Premier Elections Systems, and uses examples

from new or previously unevaluated systems to ground  We found the Premier software to be unstable. Fre-

these observations. In particular, we show that vulner- quent crashes, system lock-ups, and unexplained er-

abilities in the Election Media Processor (EMP) server, rors were commonplace in our experiments. Stabil-

Voter Card Encoder (VCE), Digital Guardian and Ex- ity problems were acute in the GEMS server, where

pressPoll units not only exhibit many of the same kinds  failures occurred during normal use and under lim-

of vulnerabilities discovered in the past, but in some ited loads.

cases contain line-for-line copies of the same vulnerable

code. We begin by overviewing the Premier voting system
From our analysis, we demonstrate that these vulnerarchitecture as used in Ohio and then visit each failure in

abilities are the result of the following larger failures of turn.

the systemOs design or implementation. We discuss each

issue, in detail and order, throughout this section: 5.1 Premier Architecture

e Failure to effectively protect vote integrity and pri-  \We briel3y overview the Premier Voting System by walk-
vacy - Numerous vulnerabilities allow an attacker to ing through a sample election procedure (as typical in
modify or replace ballot debnitions, to change, mis-Ohio); a more detailed description can be found in the
count, or discard completed votes, or to corrupt theEVEREST report23]. Refer to Figure3 for component
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orientation and interaction. Note that our study is uniqueS.2  Vote Integrity and Privacy

in its access to the EMP or ExpressPoll, as well as Ver-

dasys Digital Guardian, a third party tool used to securemang previous ftUd'eS ?ave scrutinized th(; mtegl;:)nty of
the GEMS server in Ohio counties. e Premier voting system, proposing and conbrming
various attacks that inBuence the number of tallied votes

Using the Global Election Management SystemOr €xpose voter choices. For example, Hurs4) [origi-
server, ofGEMS server (1), an administrator begins an nally described techniques to Opre-stuffO the AV-OS PCOs
election by debning a ballot. This includes determiningcounters while feigning the per-election Ozero report.O
the races, candidates and issues that will appear. Whepuch attacks frequently exploit combinations of imple-
the ballot is approved, the GEMS server communicategnentation Baws existing throughout the system compo-
over a local area network with either ti@@ntral Office nents, e.g., buffer overBows and integer overruns. How-
AV-TSX (2) or theElection Media Processor (3), which ~ €Ver, in this section, we discuss two vulnerabilities re-
encode 128 MB PCMCIA memory cards (7) used at thesulting from unsafe functionality designed into system
polling place AV-TSX. The Election Media Processor, or Components. We conclude with a discussion of recycled
EMP, is a PC running either Windows 2000 or XP con- Vulnerable code in the EMP server.
nected an external drive bay containing multiple memory
card readers and is incorporated for efbciency reason$.2.1 Casting an Unlimited Number of Ballots
GEMS also communicates with@entral Office AV-OS
Precinct Count (4) in order to encode 128 KB EPSON
40-pin memory cards used by the polling place Av- OS

Premier Election Systems use smart cards to ensure that
each voter is only able to cast a single ballot per election.
IAfter casting their ballot on an AV-TSX, the card reader

marks the card as OCastO. If this card is reinserted into an
AV-TSX before it is re-enabled by a poll worker (using
either the ExpressPoll or Voter Card Encoder), the voting
machine ejects the card and alerts the user that it has al-
ready been used. Implemented correctly, this mechanism
should prevent a single user from casting more than their
allotted single ballot.

For counties using Premier touchscreen voting sys- Using multiple vulnerabilities discovered during the
tems, a precinct administrator opens an election by inEVEREST evaluation, it is possible to enable a voter to

serting aSupervisor Card (a smart card) into thav-7Sx ~ bypass these mechanisms and cast an unlimited number
(8). After voters receive bter Card (9) from a poll ~ Of votes. Moreover, the evidence that such an attack has
worker with either theVoter Card Encoder, VCE (10) been launched can also be erased. Worse still, this at-
for short, orExpressPoll (11) (an electronic replacement tack requires no special tools or private knowledge of the
for the traditional voter log book, which runs Windows System.

CE), they approach an AV-TSX and insert it into the ma- We assume that our attacker approaches the voting
chine. After casting their vote, the voter returns theirooth during an election under normal circumstances.
used Voter Card and leaves the polling station. When thd he attacker brings with them a stack of smart cards con-
poll closes, the precinct administrator then reinserts thdaining the default Smart Card Key (published on the In-
Supervisor Card and closes the election. Elections usinéernet). After approaching the AV-TSX, the attacker be-
optical scan units instead begin by having a precinct adgins by covering his/her tracks. Because the AV-TSX
ministrator place the device into election mode. Voters innotes in its audit logs when cards have been encoded, the
these precincts Pll out paper ballots and then feed therpttacker accesses the Central Administrator mode by ex-
to theAV-0S PC (12), which scans their results. In both Ploiting EVEREST Issue 14.8.7. Here, the attacker can
systems, memory cards are shipped back to the Coungelete the contents of both the memory card and the A/-

elections headquarters at the close of elections for cenlSX, thereby erasing most evidence of the attack. To
tralized tabulation. hide the card creation operations, the attacker then sim-

ply changes the time and date of the AV-TSX to a period
Upon arriving at the countyOs election headquartergefore the election. This portion of the attack can be ac-
memory cards are then inserted into the appropriate decomplished in just over one minute. Moreover, deleting
vices, which communicate the results of the electionthe contents of the memory card and changing the time/-
to the GEMS server over the local area network. Thedate are notlogged. Should the attacker also worry about
GEMS server then prints an ofbcial election results sumthe log information encoded on the VVPAT, weaknesses
mary, which is used as the ofbcial outcome of the elecin the enclosure allow the paper record to be rendered
tion. unreadable (EVEREST, Issue 14.8.3).

independently or pre-inserted into voting machines, de™
pending on policy. Also conbgured by GEMS at the
county election headquarters is ¢ OS Central Count

(5) (used for absentee ballots) connected &g Port-
Server II (6), which multiplexes serial connections into
Ethernet.
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Figure 3: The major components and their relation to each other for counties using Premier Electronic Voting Systems.
Unless otherwise stated, arrows depict physical transport of cards or ballots.

To encode voter cards, the attacker gains access twith this update, the ExpressPoll appends the activity au-
the Supervisor Menu by exploiting the vulnerability de- dit log indicating thevoterld . Thevoterld Pbeld
scribed in EVEREST Issue 14.8.8. Access to this menuecorded in the audit log matches a similar beld in the
can be achieved consistently in under one minute. Theoter information database. As the audit log is appended,
attacker then encodes the stack of smart cards smugglete order voters enter the polling place is captured with a
into the voting precinct as valid Voter Cards, each ofsequence number, and while a timestamp is not recorded
which takes a few seconds. There is no limit to the num-or these entries, other entries, e.g., power-on, include a
ber of cards that can be programmed. timestamp (EVEREST, Issue 14.6.7). Hence, an attacker

The attacker can then walk away from the machine andan derive approximate times for voter entries. The voter
give the cards to colluding adversaries in the parking lotorder can also be correlated with VVPAT records for
These adversaries can use all of the cards to cast extthe AV-TSX to determine with some probability each

votes. voterOs choice. Such information enables vote coercion
and places signibcant tension on the efbcacy of the elec-
5.2.2 Exposing Voter Choices tion process.

Premier Election SVSte”.‘? recently introduced the EX_5.2.3 Failure to Address Previous Vulnerabilities
pressPoll to replace traditional paper voter log books at
the polling place. While the ExpressPoll contains variousln the early phases of our study, the EMP was the fo-
vulnerabilities allowing bles and software to be manipu-cus of much of our research planning. As a previously
lated (see Section 14.6 of the EVEREST report), a nonunevaluated device, the EMP represented an opportunity
trivial privacy concern results from the technique usedto determine whether past vulnerabilities were being re-
to audit the device. Note that the ExpressPoll does nopeated or bxed as Premier systems evolved. Much to
directly participate in vote tallying; however, it encodes our dismay, large portions of the EMP source code were
Voter Cards, and therefore the audit log should indicatecopied line-for-line from the AV-TSX. According, vul-
if a voterOs status was reset to allow multiple votes. nerabilities found in the AV-TSX, such as Issue 14.1.1,
When voters enter the poll place, they are authentiexactly mirror previously reported weaknesses. This par-
cated via information present in the ExpressPoll. Oncdicular discovery, in addition to the consistent misappli-
authenticated, the voter is given a Voter Access cardgation of security mechanisms and practices in the other
and the voter information database is updated to indicateewly evaluated components, led us to conclude that the
the voter has already entered the polling place. Alongsecurity of Premier systems is not only not improving,
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but in fact repeating many of the same mistakes brough§Admin, and GEMSUser. The Administrator account

to light in previous studies. performs basic administration and maintenance of the
GEMS server, but operations that involve GEMS data are
forbidden. TheGEMSAdmin account is not a system ad-
ministrator, rather, it is the only user allowed to perform
Due to the results of previous studies of the Ple manipulation operations, e.g., copy, move, delete, on
Diebold/Premier elections equipment, the state ofthe election database bles. Finally, GEMSUser ac-
Ohio required that Premier include additional third count may only modify election database Ples using the
party security software to harden the GEMS server GEMS program, and it should not be able to delete, copy,
Specibcally, the GEMS server setup in Ohio includes©r Paste the bles. AdditionallEEMSUser is allowed to
Verdasys Digital Guardian, Sygate Security Agent burn backups of the election database, as this is a neces-
network brewall, and/cAfee VirusScan. The latter two ~ Sity on election day.

security tools provide standard system protection and

warrant little discussion. However, Digit.al Guardian iS 532 Circumventing Digital Guardian

presented as a remedy to a number of signibPcant GEMS

vulnerabilities, such as the ability for an attacker toWe performed penetration testing to investigate how a
perform arbitrary modiPcation of an election databasemalicious insider can circumvent Digital Guardian to
simply by having access to the GEMS server ble systenexploit exiting GEMS vulnerabilities. Our analysis of
(CA TTBR, Issue 5.3.2; EVEREST, Issue 13.1.2). Digital Guardian focused on its ability to enforce the
Note that because Digital Guardian is considered COT$igh level protection policies. Due to time constraints,
software, Premier was not required to provide any sourceve only studied the GEMS server and not the Digi-
code, nor were we provided any technical documentationtal Guardian console laptop or the network communi-
describing how the system works. However, we werecation. Vulnerabilities bt into three categories: conbg-
provided the current policy specibcations and somaeuration Baws, means of disabling Digital Guardian, and
notes from a Premier technician, which greatly aidedBaws in the Digital Guardian software itself.

our understanding of how Digital Guardian protects a The Digital Guardian conbguration contains a number

5.3 Malicious Insiders

system. of addressable Raws. One of the more signibcant en-
ablers for circumventing Digital Guardian is the conbg-
53.1 Protecting GEMS with Digital Guardian uration of Microsoft Windows. Specibcally, th@EM-

SUser user account is in the Window&dministrators

Digital Guardian was designed to protect a system rungroup (EVEREST, Issue 14.7.2). Many of the deeper
ning Windows 2000 or XP. It allows an administrator ex- vulnerabilities we discovered rely on administrative ac-
ternal from the local system to specify policies that con-cess, which is easy to assume given this conbguration.
trol how all local users are allowed to execute programsThe Digital Guardian policy itself also contained sim-
and access Ples. In OhioOs setup, a state employee ppk misconbgurations. For example, the Nero CD burn-
sesses a special laptop called the Digital Guardian coning application can rename GEMS database bles (EVER-
sole. Each GEMS server contains the Digital GuardiarEST, Issue 14.7.8) thereby allowing an attacker to mod-
Agent that enforces the policy specibed by the consoleify its contents before replacing the original. In both
The only way the Digital Guardian Agent can be dis- cases, conbguration bxes could mitigate the vulnerabili-
abled is if a state employee directly connects the Digitalies.
Guardian console to the GEMS server and specibes that Deeper conbguration errors stemmed from limitations
the agent should be disabled. of the general approach for policy specibcation. That

The Digital Guardian Agent running on all GEMS is, the policy OblacklistsO specibc potentially dangerous
servers enforces two high level policies (keep in mindapplications (EVEREST, Issue 14.7.6), e.g., the registry
that in Ohio, all county GEMS servers are administerededitor. Blacklisting has a fundamental limitation: it can-
by Premier employees). First, the election databasenot practically identify all current and future applica-
should only be accessed by the GEMS program. Secions. For example, we were able to use a command line
ond, the vendor employee should not have access to artgsk scheduler to launch a shell as the OSYSTEMO user,
GEMS data. The remainder of the policy installed in which bypasses all Digital Guardian protections (EVER-
each Digital Guardian Agent exists purely to retain theEST, Issue 14.7.5). Furthermore, one blacklist identibca-
system integrity and keep an attacker from circumventtion technique relies upon the cryptographic hash (MD5)
ing Digital Guardian. of the application, thereby allowing an attacker to cir-

In order to provide separation between users, threeumvent protections by simply modifying one bit in the
Windows users have been creatadministrator, GEM- binary.
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The limitations of the blacklist policy more fully man- 5.4 Software Update Authentication Vul-
ifest in techniques to disable Digital Guardian all to- nerabilities
gether. While BIOS passwords help prevent an attacker

from booting from external media to disable Digital 1y 50k of software update authentication mechanisms
Guardian (EVEREST, Issue 14.7.3), the policy failed 0, pjepo|d/Premier systems has long been known. Re-
b_lackhst access t@intidr Wh'f:h ‘?‘ep“e,s Fhe loca- ports including HurstiOs analysis of the AV-TSD6,[16]

tion of the poot loader cpnbguraﬂo@.@bo.otw ) have previously demonstrated the ability of an adversary
a ble spembcally_blgckhsted by the pollc_y. Hence, an, replace the operating system, bootloader and appli-
attacker can modifiC:\ntldr  to use a different ble, . 4iqn software simply by including bles with the cor-
e.g.,C:\b0Ot.ini , that is under the attackerOs controlrect name (EBOOT.NBO and NK.BIN) or sufbx (.ins) on
(EVEREST’ Issue 14.7.1). By modifying the boot Ioadera memory card. Despite being widely criticized as in-
conPguration, G_rub4DO_S.can be u;ed to ch,’t from %ecure, such vulnerabilities appeared repeatedly in our
CD'RO,M and disable D',g'ta! Gugrdlan. Add|t|9nall){, study of new and previously unevaluated equipment. In
the policy did not blacklist ODevice Manager,0 Wh'_crihis section, we discuss the lack of robust software up-

we found can be used (only once) to disable the devicey o 5 thentication mechanisms in the ExpressPoll, VCE
drivers implementing the Digital Guardian enforcementand Digital Guardian

mechanism (EVEREST, Issue 14.7.4).

A bnal category of discovered vulnerabilities were un-3.4.1  ExpressPoll
related to the conbguration. Rather, we believe them to
be RBaws in the Digital Guardian implementation. While In order to allow updates to the bootloader and operating
we were not provided technical documentation from Ver-system, the ExpressPoll scans all inserted memory cards
dasys, experience with similar tools brought us to the(both PCMCIA and CF) on boot. If the bootloader Pnds
conclusion that when the policy identiPes an applicationa Ple purporting to be a new bootloader (EBOOT.BIN)
by a cryptographic hash (e.g., for blacklisting to denyor Windows CE (NK.BIN), it erases the previous version
execution) the enforcement mechanism should calculatef the software and loads the new version from the above
the applicationOs hash on demand (e.qg., if an applicatidple(s). Like the vulnerabilities previously discovered by
is blacklisted from executing, every time an applicationHursti, at no time is the source of these bles authenti-
executes, the hash should be calculated and compareated; rather, a bPle on the memory card with either of
against those in the blacklist). However, this was not thehese names will automatically be loaded and executed.
case, as we were able to copy black listed applicationg\ccordingly, anyone that can power cycle an ExpressPoll
to a new location and execute them (EVEREST, Issueand insert a new memory card (i.e., any poll worker) can
14.7.7). While we were unable verify the exact enforce-exploit this vulnerability. This vulnerability exactly mir-
ment technique, our best speculation indicated that Digrors HurstiOs report on the AV-TSX, except that it has
ital Guardian caches a table mapping ble paths to hasbeen re-implemented in a new system.
val_ues, a_nd the Ple path is used to ident_ify applications. \we note that there is a chance that placing the Win-
This design leaves the system susceptible to a TOCTgq,ys CE ble (NK.BIN) will not replace the current oper-
TOU attack. ating system, but rather only boot from it. Due to the po-
tentially destructive nature of the testing and the fact that
we were not given builds or most of the source code for

Our study of the Digital Guardian protection of the the ExpressPoll, we veriped that the bles are accepted,

GEMS server showed it to be insufbcient. Securing arPUt did not allow the process to be completed. Regard-
operating system is a nontrivial task. However, providing'ess’ either set of functionality, booting as a runtime im-

operating system level protection against the intende@d€ ©Or direct Bashing, offer the same potential. Once

user of an insecure application is even more daunting??0ted, the runtime image can Rash itself to permanent

Even with a correct conbguration and absence of impleM&MOry.

mentation Raws in Digital Guardian, attacks such as the These vulnerabilities are one of a number of ways by
GUI Oun-grayingO (CA TTBR, Issue 5.3.3; EVERESTwhich an adversary can gain access to the database of
Issue 13.1.3) remain possible. Hardening the operatingligible voters. Accordingly, voters could be arbitrarily
system goes a long way towards securing GEMS againstdded or removed from such a list, thereby potentially
malicious insiders; however, it is no substitute for Pxingcompromising the integrity of the election and or disen-

the vulnerabilities within the application itself. franchising voters.
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T —— hash corresponding to the correct release of GEMS. The
VOTER CARD ENCODER

system uses this value to ensure that only an application
p—— matching that hash can access election databases.
- b 2= Section5.3.2described how Raws in Digital Guardian
allow an adversary to execute blacklisted applications by
copying the binary to a new ble system location. How-
ever, executing blacklisted applications only indirectly
gain an adversary access to election data. Due to the
identibcation Raw, instead of executing blacklisted appli-
cations by coping them to a new location, the adversary
can replace anyhitelisted application to gain its priv-
ileges. This vulnerability poses a signibcantly different
threat to the GEMS system, as it allows the adversary
to overwrite the GEMS application without immediate
detection (EVEREST, Issue 14.7.11). Depending on at-
54.2 VCE tacker motivations, this replacement may be temporary
(e.g., to gain unfettered access to election data) or long

Figure 4: A VCE running arbitrary software.

In order to allow f(_)r softwar_e upd.ates, the VCE can beterm (e.g., to run an election with a malicious version of
reprogrammed using a 9-pin serial cable attached to EMS). Due to the disconnected nature of the Premier
PC. To load new software onto the VCE, a user simply

¢ the devi # When th the off butt architecture, the latter replacement may go undetected
urns the device oft. en the user presses e oft butlog,, long periods of time and is only exacerbated by the

again, the Voter Card Encoder prompts the user to presg L . - .
. p . ) ck of auditing present in the Digital Guardian conbgu-
the OYesO button if they would like new software to b?ation anlislcgspsed in trl1e next Is?alctionu ! gu

loaded.
The problem with this update mechanism is that it
lacks any authentication of the new software loaded ont®.5  Trustworthy Auditing
the VCE. As a demonstration of this issue, we created o N
and loaded new software. Where the software provide&- he key to any successful election is the ability to deter-
by the manufacturer requires a user to activate the VCENINE whether or not the outcome correctly refects voter
with a Supervisor Card, we allowed any card (even un_!ntent. Reliable audltln_g mechanisms provide a means of
recognizable formats) to enable the device. An adver_lndependently evaluatm'g the correctness_ of such resylts
sary could therefore steal a V&Hoad their own soft- after an election. Previous studies of Diebold/Premier
ware and then create valid Voter Cards. Figdighows voting machines have demonstrated a lack of reliable au-
an example of our modibed software created in Issudlit trails in polling station equipment, especially the AV-
14.5.3 of the EVEREST report. Alternatively, we could OS PC to the AV-TSXJ]. In this section, we show that
have used this vulnerability to encode any type of card_the lack of rellat_)le audit trails contmue; tobe a pr_oblem
we wished. For instance, an attacker could easily creati! "W and previously unevaluated equipment. Failure to
Central Administrator, Security or Supervisor Cards byProperly record the events occurring at any one of these
further modifying the software running on the VCE. dewc_es may allow an adversary to negatively impact an
By providing no real barrier to replacing software, a €l€ction without threat of detection.
compromised VCE represents a signibcant threat to the

integrity of an election. 5.5.1 ExpressPoll

The ExpressPoll logs all user activities, including login
attempts and modibcation of voter information, using an
In the state of Ohio, Premier provides Verdasys Digi-unprotected DB3 database Pble. System exceptions are
tal Guardian on the GEMS server to harden the servealso logged, however, these events are recorded in a sep-
and protect against many known vulnerabilities. As men-arate .xml ble. As we note in Issue 14.6.6 of the EVER-
tioned earlier, the Digital Guardian protection policy was EST report, neither bles or their contents are adequately
designed to enforce two high level goals: only allow the protected against an adversary. In the absence of crypto-
GEMS application to access the election database, angraphic controls, these logs can be modiPed by anyone
the vendor technicians should never gain access to thia possession of the ExpressPoll device. Alternatively,
election database. In doing so, the GEMS server is conentire logs can be deleted or replaced as the operating
Pgured to ensure the integrity of the GEMS application.system (Windows CE) allows the user full administrative
Specibcally, Digital Guardian policy includes the MD5 control. Upon deletion of either ble type, the ExpressPoll

5.4.3 Digital Guardian
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simply creates a new audit ble without indicating any er-
ror to the user.

An attacker with access to the log bles could remove
all traces of malicious activity. For example, if a mali-
cious poll worker changes a voterOs status back to Our
voted,O the corresponding log entry can be removed ol
changed to an otherwise benign event. Accordingly, s
should a post-election audit occur, the log information iR
from the ExpressPoll can not be used as a reliable ac- ¥
count of events.

5.5.2 Digital Guardian

As mentioned in Sectios.3 Digital Guardian is in-
stalled on the GEMS server in Ohio as an attempt to pro-
vide additional protection and auditing. When a user per-
forms an action that is forbidden by the Digital Guardian
policy, that action is denied and a dialog box informs
the user that the action has been blocked and recorded
However, installation guides provided for setting up Dig-
ital Guardian on GEMS servers explicitly indicates that
the OEnable Activity Detail LoggingO option should be
unchecked. This guide corroborates discussions with
state employees indicating Digital Guardian logging is
disabled due to storage concerns. In particular, the pos-
sibility of generating and having to process voluminous
security logs discouraged any event logging in these sys-
tems. As such, Digital Guardian does not record at-
tempts to circumvent it, despite the displayed messag€&igure 5: A printed system log destroyed by injecting a
indicating an infraction has been logged. This weaknes$iousehold chemical into the AV-TSX. No tamper-evident
is noted in Issue 14.7.10 in the EVEREST report. seals were broken or disturbed in the attack.
Accordingly, the conbguration of Digital Guardian

used in Ohio provides no useful forensic evidence for ”Sesystem we were able to simply erase such bles with-

in a post-election audit. Election administrators WOU|dout raising any alarms. Instead, like the ExpressPoll, the
simply havg no indication that any malicious activity was EMP simply created new log bles when old ones were
attempted in such systems. deleted. This vulnerability was reported in Issue 14.1.5
of the EVEREST report.
5.5.3 EMP The EMP is, in most conbgurations, the gateway be-
o ] tween back-end processing and all touchscreen voting
The EMP server, which is responsible for the parallelyachines throughout the county. Accordingly, the events
reading and writing of memory cards used in the AV- that take place on this platform are extremely valuable
TSX, keeps logs of many of the operations it performs.tg recreating the events of an election. For instance,
For instance, when a blank memory card is inserted angt 5 virus were to spread from a precinct to the central
a new ballot debPnition downloaded, the EMP server Creheadquarters, as was suggested in a number of previ-
ates a log entry. Logging also occurs when cast ballot$,;s works 8, 10], logs at the EMP would be a valuable
are uploaded to the GEMS server or when an error (€.91o0| in identifying the source of such an attack. How-
connection timeout) occurs. These logs provide evidencgver, such mechanisms are of limited value to any post-

Wlith which an auditor can reconstruct the events on anjection audit as their integrity simply can not be trusted.
election.

Like the ExpressPoll, the integrity of the EMP logs is
not protected. During the course of our investigation,
we were also able to alter entries from outside of theThe paper audit trail generated by the AV-TSX machines
application, and then properly view them in the EMPO®perated in Ohio is cited by many as a failsafe means of
log screen. By escalating our privileges in the operatingecording a voterOs intent. Before a ballot is cast, each

5.54 AV-TSX VVPAT
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voter is afforded the opportunity to evaluate a printout ofvoterOs intent.

their selections and, should the electronic count be dis-

puted, elect_ion administrators can rely on these receiptg ¢ Security Engineering Practices

as the ofbcial legal record of the ballot. Unfortunately,

the VVPAT system used by these machines is poorly conThe value of strong security techniques can be instantly

structed and subject to a number of attacks that negatéoided if such mechanisms are improperly used. Such

their perceived value. is the case in all of the Premier systems investigated in
Chief among these problems is the construction of thdhe EVEREST report. We examine two particular areas,

VVPAT system itself. Protected by a thin and Rexible the failure to correctly apply security mechanisms and

plastic enclosure, the physical security of the printer ismiscalculations of trust to demonstrate systemic security

a signibcant risk in the Premier system. For instanceProblems in Premier systems.

as discussed in Issue 14.8.1 of the EVEREST report,

the wires connecting the printer to the AV-TSX can eas-5.6.1 Ineffective Application of Security Techniques

lly be exposed by pushing the edge of plastic coveringKey management problems are well known in Premier

ﬁgxa(cjxilrjiri)r/nwllsTStgtr:(e)sg?/\i‘ilr)(Iaes \E\r/]itehglzltn :)?re;gna Q\n/ systems. As was demonstrated in the CA TTBR (Issue
Py g y5.2.5), keys are insufpciently protected in units such as

tamp.er-ewd(.ant _seals on th.e device. Alternatively, thethe AV-TSX. However, our analysis of the EMP uncov-
plastic housing itself can simply be removed from the

AV-TSX with minimal physical effort. Issue 14.8.2 of ered additional problems in the key management of such

the EVEREST report notes that this enclosure is attacheayStemS' As conjectured in the CA TTBR and conbrmed

to the AV-TSX by a 1/8 inch plastic latch. By applying In Issue 14.1.2 of the EVEREST repc_)rt, t_he Data Ke)_/
: : used to protect the results of an election is the same in

the appropriate pressure, an adversary can gain access g .
b - L L3 every machine in a county. Key management in the EMP
to all previously cast votes without raising signibcant at-. . . .
is substantially more dangerous. As discussed in Issue

tention. Should the res.ults of an election be disputed, th 4.1.7, the System Key used to encrypt the Data Key is
absence of a paper trail from these attacks would prevent ™ 9 : .
erived from the systemOs serial number. Like the Sys-

a ?mpletel(relcounlt_lzr(?m occurnrr:g.h . ¢ ool tem Key in the AV-TSX, the System Key for the EMP
n attac_ ess likely to catc _t € attent_|on OF PO server is created in a predictable manner. The machineOs

workers until the close of an election is possible becauseSerial number is fed as input to the MD5 hash algorithm
g,f the mzd.eqtjate Sizl'g% Off tf;}e F:Erl\?ItEeFre:g_(l:_losure. AShe deterministic result of which becomes the System

|scuksse in ssule. h.' > 0 Ii € b X reportj arkey. On each AV-TSX, this serial number (and therefore
attgc_ er can exploit this weakness Dy using a syringg, resulting System Key) is unique. However, the serial
to inject a common household substance known to dehumber used is a bxed value on all machines: 0. Ac-
grade/destroy information writtep to thermal pri_nter pa- cordingly, every EMP server created uses the same Sys-
per. Sucha CompPU”d could be inserted in multlple WaySem Key. Such key management strategies fail to provide
such that all previous paper ballots §tored na maCh'n‘?:ontainment against compromise and therefore allow a
would become unreada.ble. Alternatively, all of the UN"successful attack on a single machine to potentially com-
used paper in the machine could be attacked, preventlngror.nise elections on a large scale

all future votes from t_Jeing tallied. An example of the Settings provided by the operating systems of a num-
brst attack is shown in Figure Note that the results o ¢ premier devices also fail to prevent an adver-

of the audit log are unreadable. A similar vulnerability sary from causing damage to an election. The Ex-

was di?,cussed in the Califprnia Rgd Team re,F_’O” (Issu%ressPoll, for instance, fails to provide any protection of

A1) [1]' h(_)wever, th? details of this vulnerability were the database containing voter names (Issue 14.6.3) or re-

not listed in the public report. source bles (Issue 14.6.4). Accordingly, anyone possess-
A number of factors of the AV-TSX VVPAT system inq this device can easily modify or replace voter lists or

combine to make such attack possible. The use of an ingjyen themselves extended capabilities including the use
expensive and pliable plastic enables the brst two attackgf \windows Explorer.

Thermal printers, of which the use for creating long-lived

records is recommended against due to fading pr_ob_lem%,ﬁ'2 Systemic Trust Assumptions
enable the latter. Because of these weaknesses in imple-
mentation, the VVPAT results generated by an AV-TSX Assuming that interactions between two entities in a sys-
can not be relied upon as the only auditing mechanisntem can inherently be trusted often leads to the exploita-
for Premier systems. Unlike more traditional systems intion of vulnerabilities. Such problems are often embod-

which ballots are kept in a central, guarded ballot box,ied as a lack of input checking on memory cards or for-

VVPATs simply do not provide the same protection of a mat bltering on a user interface; however, misplaced trust
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can also lead to vulnerabilities that exploit falsely placedunless the administrator understands that the host string
trust in users of systems components. As shown in thés stored in the registry, it is unlikely that they will be
EVEREST report, such problems are rampant in Premieable to bPx the problem. Because the uninstall program
systems. We use multiple examples from the EMP serveincluded with the EMP software fails to remove these
to illustrate such issues. entries from the registry, this problem persists across re-

One of the better examples of how trust is systemi-installations. Note that no error checking is present on
cally misappropriated is discussed in Issue 14.1.9 of théhis interface; rather, the EMP always trusts that the user
EVEREST report. When memory cards are read by theorrectly entered the data.

EMP server after the election, the EMP decrypts the re-

sults on each card using the Data Key. Because the same  (Conclusion

Data Key is known by the EMP and all A/-TSX de-

vices and the serial number of the AV-TSX associatedproject EVEREST was a unique opportunity to evaluate
with each vote is included in the header of the results Plgpe security and integrity of elections run using equip-
(see CA TTBR Issue 5.2.5), the EMP server can therement and software created by Hart InterCivic and Pre-
fore perform all of the operations associated with anymijer Elections Solutions. Whereas researchers in pre-
AV-TSX and use the correct cryptographic keys to Ovalyjoys studies were often limited in their ability to ac-
idateO the results. There would be no means of distinsess to both hardware and source code, members of the
guishing where a vote was written. There is therefore nGzyEREST team were able to use our unfettered access to
reason for the GEMS server to believe the accuracy Ofgentify and in many cases more fully characterize vul-
the results reported from the EMP server. By providingperapilities throughout the systems. The results of the
the EMP with such functionality, the attack surface of thestudy were signibcant - in less than nine weeks of study,
system is signibcantly expanded. our team discovered 27 new issues in the Hart system

A number of vulnerabilities make malicious control and doubled the number of publicly known weaknesses
of an EMP possible. Trust that the contents of mem-in Premier systems; given the increasing discovery rate
ory cards are benign specibcally endangers the systergt the close of the study, we expect many more issues
Whether an adversary controls the GEMS server (Issugemain. In particular, with more time, a deeper under-
14.1.10) or can compromise a single AV-TSX in any standing of much of the full functionality of the Hart sys-
precinct (Issue 14.1.11), the EMP is susceptible to multem, much of which is currently unknown, could serve to
tiple format string vulnerabilities. Because both of the present a greatly increased attack surface.
above vulnerabilities are exploited immediately on the  Our bndings in the Hart study showed that while some
insertion of a memory card, an attacker need not comaction could be taken to patch software and remove ob-
promise an AV-TSX or have knowledge of the crypto- vious points of vulnerability, such as what appears to be
graphic keys used in the system in order to successfullyest harness code in production systems (e.g., the Au-
launch an exploit; rather, simply ensuring that a card withtoyote function), many other issues remain that will only
malformed election header information reaches the EMRye solved with a thorough re-architecting and redesign
server is sufpcient. of the Hart InterCivic system with security as a top pri-

One bnal example comes from the user interface of therity for every design point. A system whose technical
EMP (Issue 14.1.4). As part of setup, the EMP softwaresecurity failings leave the system with only procedural
requires that a user enter the IP address or host name pfotections in place is not adequate for the diverse and
the GEMS server. This allows the EMP server to connecsubstantial needs of states.
to GEMS when performing its uploading and download- In the study of PremierOs systems, we demonstrated
ing duties. In theory, if the EMP user accidentally en-that such problems are systemic - previously known vul-
ters a malformed IP address or hostname, they should heerabilities not only still exist in OhioOs current voting
able to use the Communications Setup menu to correatystems, but the newly evaluated Premier components
their error. However, the user may never be given sucleontain many of the same problems. In a number of
an opportunity. On startup, the EMP server immediatelycases, vulnerable code has been copied line-for-line from
becomes unresponsive and fails to correctly render theld (AV-TSX) to new (EMP) systems. This discovery
user interface. Because none of the menus have yet beg@lemonstrates that not only are old problems not being
rendered on the screen, the EMP user is never given theddressed, but they are in fact being repeated in newer
opportunity to change this setting back to a correct valuesystems.

The value for the GEMS serverOs address is stored asOur analysis will certainly not be that last evaluation
an entry in the registry. Because the EMP user is giverof electronic voting equipment. If and when the next
minimal rights (which is a good security practice), they study occurs, we hope that other researchers will Pnd
can not edit the registry to bx this problem. Moreover,our methodology helpful. In particular, by forcing our-
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selves to begin with the conbrmation of known vulner-
abilities, we were able to quickly learn about the inner-
workings of the Hart and Premier systems. This process
not only added value to the community by providing in-
dependent validation of previously known problems, but
also served to help us quickly identify new vulnerabili-
ties in both previously evaluated and new components of
the system. We recommend that future studies follow a
similar model not only to create further conbdence in the [14]
results of previous reports, but also to allow researchers

in such studies to understand these systems as quickly 385
possible so as to allow them to identify additional serious
weaknesses.

[13]

[16]

Notes

17
1A large number of VCEs have been unaccounted for after past[ ]
elections. The 2006 evaluation of elections in Cuyahoga County, Ohio
noted some 215 VCEs missing after the election occukd [
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